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#### Abstract

In this paper, new methods for efficiently solving linear acceleration equations of multibody dynamic simulation exploiting sparsity for real-time simulation are presented. The coefficient matrix of the equations tends to have a large number of zero entries according to the relative joint coordinate numbering. By adequate joint coordinate numbering, the matrix has minimum off-diagonal terms and a block pattern of non-zero entries and can be solved efficiently. The proposed methods, using sparse Cholesky method and recursive block mass matrix method, take advantages of both the special structure and the sparsity of the coefficient matrix to reduce computation time. The first method solves the $n \times n$ sparse coefficient matrix for the accelerations, where $n$ denotes the number of relative coordinates. In the second method, for vehicle dynamic simulation, simple manipulations bring the original problem of dimension $n \times$ $n$ to an equivalent problem of dimension $6 \times 6$ to be solved for the accelerations of a vehicle chassis. For vehicle dynamic simulation, the proposed solution methods are proved to be more efficient than the classical approaches using reduced Lagrangian multiplier method. With the methods computation time for real-time vehicle dynamic simulation can be reduced up to 14 per cent compared to the classical approach.
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## 1. Introduction

Real-time hardware-in-the-loop (HIL) simulation has been quite widely used in the automotive industry with the advent of complex electronic controls to reduce development time and cost (Besinger, 1995). To develop an accurate realtime HIL facility, a real-time vehicle dynamic analysis program with reasonable simulation accuracy is needed.
The computational speed of simulation strongly

[^0]depends on the coordinate systems used to formulate the equations of motion and solution methods (Lee, 1998; Bae, 1999; Cuadrado, 1997). There are two extreme coordinate systems: the Cartesian and the relative joint coordinate systems. The Cartesian formulation uses a maximal set of absolute position and orientation coordinates for each body. It is convenient to use this formulation to represent a mechanical system. The major drawback of it is, due to the maximal setting, the loss of computational efficiency. In contrast to the formulation, relative coordinates on joints between bodies may be used to define positions and orientations of bodies relative to one another, yielding a minimal set of coordinates. The relative joint formulation has substantial analytical complexity, but computational efficiency is gained. Using these
formulations, the equations of motion are derived in the form of linear equations about accelerations and Lagrangian multipliers. The accelerations are integrated to obtain velocities and positions in the next step. To reduce the matrix size of resultant linear equations, coordinate partitioning method (Amirouche, 1992; Wehage, 1982) and reduced Lagrangian multiplier method (Serban, 1997) are used. These methods transform the equations of motion to a minimal set of coordinates without exploiting the structure and sparsity of the matrix to minimize computation time, as is done in the relative joint formulation. In the Cartesian formulation, a topology based approach for exploiting sparsity of resultant block diagonal matrix is introduced by Serban (Serban, 1997).

This paper focuses on improving the efficiency of solving the system of linear equations that determines accelerations and Lagrangian multipliers in the relative joint formulation for real -time dynamic simulation. The coefficient matrix of linear equations has a particular structure in the relative joint formulation and a topology -induced sparsity pattern when solving for the unknowns.
In this paper, new methods for efficiently solving linear equations in multibody dynamics using the relative joint formulation for real-time simulation exploiting sparsity are presented. Sparse Cholesky method and recursive block mass matrix method are developed to solve the linear equations efficiently and reduce computation time further. The methods are applied to solve the equations of real-time vehicle dynamic simulation and the computation time is compared to that of the classical approach of reduced Lagrangian multiplier method.

## 2. Equation of Motion

The Kane's equations with undetermined multipliers for constrained multibody system derived by Wang (Wang, 1987) may be given in matrix form as


Fig. 1 Quadruped model

$$
\begin{align*}
& a \ddot{q}+b \dot{q}=f+B^{T} \lambda  \tag{1}\\
& \Phi(q)=0 \tag{2}
\end{align*}
$$

where $q, \dot{q}$ and $\ddot{q}$ are the vectors of dimension $n$ representing the generalized position, velocity and acceleration of the system, respectively. In the equations $f$ denotes the generalized external force vector, $\lambda$ the Lagrangian multiplier vector of dimension $m$ and $B=\frac{\partial \Phi}{\partial q}$ the $m \times n$ constraint Jacobian matrix, with $m<n$. The kinematic constraint equations $\Phi(q)$ are assumed to be linearly independent.

The constraint acceleration equations derived by successive time differentitations of Eq. (2) can be appended to the equations of motion in Eq. (1) to obtain a differential-algebraic equation as

$$
\left(\begin{array}{cc}
a & B^{T}  \tag{3}\\
B & 0
\end{array}\right)\left\{\begin{array}{c}
\ddot{q} \\
-\lambda
\end{array}\right\}=\left\{\begin{array}{c}
f-b \dot{q} \\
\gamma
\end{array}\right\}
$$

where the right side of the acceleration constraint equations is given as

$$
\begin{equation*}
\gamma=-(B \dot{q})_{q} \dot{q}-2 B_{t} \dot{q}-\Phi_{t t} \tag{4}
\end{equation*}
$$

In order for a simulation to progress to the next step, computation of the generalized accelerations $\ddot{q}$ from Eq. (3) and integrations are required.

## 3. Topology Based Sparsity Pattern Generation

The coefficient matrix of Eq. (3) tends to have a large number of zero entries and exploiting sparsity is necessary to solve the equation

Table 1 Bodies, joints and constraints of vehicle model

| Bodies | No. | Description | No. | Description |
| :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & 1 \\ & 2 \\ & 3 \\ & 4 \\ & 5 \end{aligned}$ | chassis rack front right knuckle front left knuckle rear right knuckle | $\begin{gathered} 6 \\ 7 \\ 7 \\ 8 \\ 9 \\ 10 \end{gathered}$ | rear left knuckle front right wheel front left wheel rear right wheel rear left wheel |
|  | Abbr. | Description |  |  |
| Joints and Constraints | $\begin{gathered} \mathrm{SCJ} 1 \\ \mathrm{SCJ} 2 \\ \mathrm{R} \\ \mathrm{~T} \\ \mathrm{DC} \end{gathered}$ | front MacPherson strut suspension composite joint rear MacPherson strut suspension composite joint revolute joint translational joint driving constraints |  |  |



Fig. 2 Graphical representation of quadruped model
efficiently. The matrix $a$ has the special pattern of sparsity called doubly bordered block diagonal (DBBD) matrix in relative joint fomulation. Two examples are used to illustrate this point. The first is the quadruped model presented in Fig. 1. The model is presented in Fig. 2 using graph and, in the figure, the bodies are represented as vertices and the joints as connecting edges. The numbers in the bracket mean the relative joint coordinate numbers. The two different generalized coordinate numbering sequences shown in Figs. 2(a) and 2(b) yield two different matrices shown in Figs. 3(a) and 3(b), respectively. In the figures, non-zero entries are denoted by $x$ and there are many zero entries in the matrix. Figure. 3 shows that the pattern of matrix $a$ and efficiency of a sparse matrix solver for it directly depend on the numbering scheme.

Selection of relative coordinate numbering is
made in the modeling stage. For improved performance, it is important to determine the numbering sequence to minimize the bandwidth of off-diagonal entries, minimizing the amount of calculation in solving the matrix. The second example is a vehicle model presented in Fig. 4 with suspension composite joints and a compliant tie-rod model for real-time simulation. The joints and the model are used to reduce the computation time of simulation. One can refer to the paper by Choi (Choi, et. al., 2000) for the details of the composite joints and the model. Description of all the bodies and joints are listed in Table 1. For the model, two different generalized coordinate numbering sequences shown in Figs. 5(a) and 5 (b) yield two corresponding matrices $a$ shown in Figs. 6(a) and 6(b). As seen in Figs. 3 and 6, relative coordinate numbering is critical in determining the sparsity pattern of matrix $a$. To


Fig. 3 Pattern of the matrices with two relative joint numbering schemes of quadruped model ( $x$ : non-zero entries)
minimize the off-diagonal entries and to get the block pattern of the matrix, some numbering schemes has to be adapted. First, from the tree structure of the graph, the joint coordinates should be numbered sequentially along the body of each branch. Second, for a closed-loop mechanism, the cut joint position to make spanning tree may be located to minimize the number of joint coordinates at each branch and constraint equations. Using the proposed solving methods, the sparsity pattern of the matrix $a$ will be used for efficient solving of the linear equations.

## 4. Solving Methods of the Equations of Motion

### 4.1 Reduced Langrangian multiplier method

Equation (1) is solved for $\ddot{q}$ in terms of unknown Lagrangian multiplier $\lambda$ as

$$
\begin{equation*}
a \ddot{q}=(f-b \dot{q})+B^{T} \lambda \tag{5}
\end{equation*}
$$

Assuming that $a$ is nonsingular and using Eqs.
(3) and (5), one can obtain the linear system

$$
\begin{equation*}
B a^{-1} B^{T} \lambda=\gamma-B a^{-1}(f-b \dot{q}) \tag{6}
\end{equation*}
$$

This can then be solved for $\lambda$ and, using Eq. (5), one can solve for generalized accelerations $\ddot{q}$. Thus, the maximum size of the coefficient matrix $a$ of the equations is $n \times n$ and the sparsity pattern of matrix $a$ can be used for advantage.

### 4.2 Sparse cholesky decomposition method

The pattern of matrix $a$ is determined accord-
ing to the relative coordinate numbering as shown in Figs. 3 and 6. The matrix $a$ has the special form of sparse matrices as doubly bordered block diagonal (DBBD) matrix (Tewarson, 1972) in relative joint coordinate formulation when the sequence of row and column numbers are changed. In Cartesian formulation, it has the form of a banded diagonal matrix (Serban, 1997).

The solving algorithm for DBBD matrix are developed as shown in Fig. 7 using the Cholesky decomposition. Using the algorithm, one can efficiently solve for generalized acceleration by removing unnecessary zero ( 0 ) calculations. In Fig. 7, N is the size of matrix $a$, NQB the number of non-zero entities from diagonal element to backward, IDQB the column number according to NQB, NQF the number of non-zero entities from diagonal element to forward, and IDQF the column number according to NQF. The parameters are automatically decided from the topology information of the system. However, the Cholesky decomposition method has the disadvantage of requiring the evaluation of $n$ square roots which, on a computer, usually takes much longer than other arithmetical operations (Jennings, 1977).

### 4.3 Recursive block mass matrix method

The coefficient matrix $a$ shown in Fig. 6(a) can be partitioned with the non-zero block mass matrices and Eq. (5) may be rewritten as


Fig. 4 Vehicle model

(a)

(b)

Fig. 5 Graphical representations of vehicle model

$$
\left\{\begin{array}{cccccc}
A_{11} & A_{12} & A_{13} & A_{14} & A_{15} & A_{16}  \tag{7}\\
A_{12}^{T} & A_{22} & 0 & 0 & 0 & 0 \\
A_{13}^{T} & 0 & A_{33} & 0 & 0 & 0 \\
A_{14}^{T} & 0 & 0 & A_{44} & 0 & 0 \\
A_{15}^{T} & 0 & 0 & 0 & A_{55} & 0 \\
A_{16}^{T} & 0 & 0 & 0 & 0 & A_{66}
\end{array}\right]\left\{\begin{array}{l}
\ddot{y}_{1} \\
\ddot{y}_{2} \\
\ddot{y}_{3} \\
\ddot{y}_{4} \\
\ddot{y}_{5} \\
\ddot{y}_{6}
\end{array}\right\}=\left\{\begin{array}{l}
F_{1} \\
F_{2} \\
F_{3} \\
F_{4} \\
F_{5} \\
F_{6}
\end{array}\right\}
$$

where, for a vehicle model, $\ddot{y}_{1}=\left(\ddot{q}_{1} \ddot{q}_{2} \ddot{q}_{3} \ddot{q}_{4} \ddot{q}_{5} \ddot{q}_{6}\right)^{T}$, $\ddot{y}_{2}=\left(\ddot{q}_{7} \ddot{q}_{8} \ddot{q}_{9}\right)^{T}, \ddot{y}_{3}=\left(\ddot{q}_{10} \ddot{q}_{11} \ddot{q}_{12}\right)^{T}, \ddot{y}_{4}=\left(\ddot{q}_{13} \ddot{q}_{14}\right)^{T}, \ddot{y}_{5}=$ $\left(\ddot{q}_{15} \ddot{q}_{16}\right)^{T}$ and $\ddot{y}_{6}=\left(\ddot{q}_{17}\right)$ denote the relative coordinates of chassis, front right knuckle, front left knuckle, rear right knuckle, rear left knuckle


Fig. 6 Pattern of the matrices with two relative joint numbering schemes of vehicle model(x: nonzero entries)
and rack of a vehicle, respectively. And the right side of Eq. (5) is also partitioned for relative coordinates.
Eq. (7) can be written as

$$
\begin{align*}
& A_{11} \ddot{y}_{1}+\sum_{i=2}^{6} A_{1 i} \ddot{y}_{i}=F_{1}  \tag{8}\\
& A_{1 i}^{T} \ddot{y}_{1}+A_{\ddot{i} \ddot{y}_{i}=F_{i}, i=2, \cdots \cdots, 6} \tag{9}
\end{align*}
$$

From Eq. (9) $\ddot{y}_{i}, i=2, \cdots \cdots, 6$ can be solved in terms of $\ddot{y}_{1}$ and substituted into Eq. (8) to derive the reduced equations of motion as
$\left(A_{11}-\sum_{i=2}^{6} A_{1 i} A_{\overline{\ddot{i}}}^{-1} A_{1 i}^{T}\right) \ddot{y}_{1}=F_{1}-\sum_{i=2}^{6} A_{1 i} A_{\overline{\ddot{ }}-1} F_{i}$
Eq. (10) is first solved to obtain the vector $\ddot{y}_{1}$ and then substituted into Eq. (9), to solve the acceleration vector $\ddot{y}_{i}, i=2, \cdots \cdots, 6$. This procedure can be used to solve Eq. (6) for Lagrangian multipliers. Thus the maximum matrix size to solve the equations with this process is $6 \times 6$ for vehicle dynamic analysis.

```
DOFOR \(I=I, N\)
    DOFOR \(J=I, N Q B(I)\)
    \(J P=I D Q B(J, I)\)
    \(S U M=A(I, J P)\)
    DOFOR \(K=2, N Q F(I)\)
            \(K P=I D Q F(K, I)\)
                \(S U M=S U M-A(I, K P)^{*} A(J P, K P)\)
    ENDDO
    IF ( \(I=J P\) ) THEN
            IF (SUM<=0) STOP 'FAILED'
                \(A(I, I)=S Q R T(S U M)\)
        ELSE
            \(A(J P, I)=S U M / A(I, I)\)
        ENDIF
    ENDDO
ENDDO
```

(a) Decomposition

DOFOR $I=I, N$
$S U M=B(I)$
DOFOR $K=2, N Q F(I)$
$K P=I D Q F(K, I)$
$S U M=S U M-A(I, K P) * X(K P)$
ENDDO
$X(I)=S U M / A(I, I)$
ENDDO
DOFOR $I=N, I,-I$
$S U M=X(I)$
DOFOR $K=2, N Q B(I)$
$K P=I D Q B(K, I)$
$S U M=S U M-A(K P, I)^{*} X(K P)$
ENDDO
$X(I)=S U M / A(I, I)$
ENDDO
(b) Back substitution

Fig. 7 Modified Cholesky method for DBBD sparse matrix

## 5. Numerical Results and Discussion

To compare the performance of different
solving methods, a vehicle model shown in Fig. 4 is used. The model is equipped with front and rear MacPherson strut suspension systems and these are modeled by front and rear MacPherson strut suspension composite joints (Choi, et. al., 2000). The model consists of 10 rigid bodies and has 16 degrees of freedom ( 17 relative coordinates, 1 driving constraint). All the three methods have the same computational work to generate Eq. (1). The proposed linear equation solvers are the sparse Cholesky method and recursive block mass matrix method. To solve Eqs. (5) and (6), the sparse Cholesky algorithm shown in Fig. 7 is used to remove unnecessary zero (0) calculations. For the recursive block mass matrix method, the maximum size of the coefficient matrix of Eq. (10) is $6 \times 6$.

All numerical experiments are performed on an ADRTS real-time computer with a PowerPC 604 333 Mhz processor using non-optimized FORTRAN complier to compare the computation time clearly. Total computation times for a vehicle dynamic simulation are presented in Table 2. As seen in the table, the proposed two methods are more efficient than the classical one. These results show two ways of improving the efficiency of solving the linear equation. One is taking the advantage of exploiting sparsity and the other a better relative coordinate numbering within the matrix. The proposed solution techniques showed up to 14 per cent of total computation time reduction compared to that of the classical approach using reduced Lagrangian multiplier method in a vehicle model.

Table 2 Timing results for the vehicle model

| Linear solving method | Computation time <br> $[$ seconds $]$ | Speed up ratio <br> $[\%]$ |
| :---: | :---: | :---: |
| Reduced Lagrangian multiplier method | 10.42 | 100 |
| Sparse Cholesky method | 9.84 | 94.4 |
| Recursive block mass matrix method | 8.98 | 86.2 |

*) Simulation conditions;

1) Double lane change(ISO TR 3888 severe lane change maneuver)
2) Simulation time : 0-10 seconds
3) Integration method: Euler method
4) Integration step size : 1.2 milliseconds
5) Compiler : Non-optimized FORTRAN

## 6. Conclusion

New methods for efficient solving linear equations of multibody dynamic simulation in relative formulation for real-time simulation are presented. By adequate joint coordinate numbering, it is shown that one can obtain an efficient coefficient matrix which has minimal offdiagonal terms and block pattern of non-zero entries. A quadruped model and a vehicle model are presented to explain these properties. To solve the sparse coefficient matrix of linear equation, two methods are proposed. First, the sparse Cholesky method solves a sparse $n \times n$ coefficient matrix for accelerations, where $n$ denotes number of relative coordinates. Second, using recursive block mass matrix method for vehicle dynamic simulation, simple manipulations transform the original problem of dimension $n \times n$ to an equivalent problem of dimension $6 \times 6$ to be solved for the accelerations of a vehicle chassis. The proposed solution techniques proved to be more efficient than the classical approach up to 14 per cent of total computation time in a vehicle model.
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